p/d operator and the unitarity property of the Fourier transform.

Assertion 4.1. If'uﬂaeExpg(C;ﬁ and A(D) is a p/d operator with symbol analytic in @,

then - B
FIAD)u (@ (Q)=A @) u(0). _
Conversely, if an analytic functional h(Z) has the form h(T) = A(Z)-u(r), where A (DET (Q),
and u(g) is the Fourier transform of a function u (2)6Expa(C."), then
[F-12] (2)=A (D) u(2).

This assertion makes it posible to solve the problem for p/d equations considered in
Chap. 2 by the Fourier method and to again obtain the results of that chapter.

We present, for example, the analogues of Theorems 7.1 and 7.2.

THEOREM 4.1. Suppose in the Runge domain @ the function A({) is analytic and A(Z) = 0.
Then for any function % (2)€Expe(C,”) there exists a unique solution #(2)6Expa(C,”} of the equa-
tion
AD)u()=rh(2), 2€C", (4.1)
and u(z) is defined by the formula u(z)= ( £ (0, A'({)e?t ), where h({) is the Fourier transform
of the function h(z).

Proof. We apply the Fourier transform to Eq. (4.1). In view of the isomorphism
F:Expa(C,") 07" (Q)
in the space 0”(Q) we then obtain the equivalent equation A () z({)=£% (L), whence z(L)=A1D k().

By the inversion formula u(2) = ( A1) &), exp2l) = (k(}), A'({)e®* ) is the solution of Eq.
(4.1). This is what was required.

The dual result can be formulated similarly.

THEOREM 4.2. Let A (DEO(RQ), A(D)+0, {6Q. Then for any right side £ (2)€Exp,_(C.") there
exists a unique solution of Eq. (4.1) which is defined by the formula

w(2)=F [A (=) (k2 el)](2) (4.2)
(we recall that Q-={{6C": —[ER}).
Proof. We use the isomorphism
F:0 (@Q")~Exp,-(C.,")

(the variables z and { have changed roles as compared with the general theory). Then in cor-
respondence with the inversion formula we go over from Eq. (4.1) to the equivalent equation
for functions in O(Q):

A(=Du®="h()
where ﬁ(O== {u(z),expzf). From this we immediately find that the desired solution has the
form (4.2). There is what was required.

It is obvious that the Cauchy problem considered in Sec. 7, Chap. 2 can also be solved
by the Fourier method. Reformulation of the corresponding results occasions no difficulties.
The results are the same as in Sec. 7, Chap. 2.

Thus, in conclusion it can be noted that the operator methed (Sec. 7, Chap. 2) and the
Fourier method are equivalent within the framework of the exponential theory.

CHAPTER 3
P/D OPERATORS WITH VARTIABLE ANALYTIC SYMBOLS

1. Definition of a P/D Operator with Variable Symbol

Let A(z, () be an analytic function of the variables z€C” and [EQ, where QcC? is a Runge
domain. We have

AR D= X 224 (D), (1.1)

leo|==0

where Ay (30 (Q)-
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In correspondence with this expansion we set
def &
Az, Dyu(z)= D, 2%Aq (D) u(2),
lo}=0
where A,(D) are p/d operators with symbols Ay(Z).

We suppose that the function A(z, ) is in z an entire function of minimal type. More
precisely, suppose for any € > 0 and any compact set K ¢ @ there exists a number M > 0 (de-
pending, generally speaking, on £ and K) such that for all z€C” and K [eK

| Az, Dl <Mexpe| 2. (1.2)
Assertion 1. If condition (1.2) is satisfied, then the mapping
A (2, D):Expq (C2) —Expq (C?)
is defined and continuous.

Proof. Indegd, in view of the uniform convergence of the series (1.1} on any compact
set K ¢ @, for any 26C":from formula (5.4) (Sec. 5, Chap. 1) giving the integral representa-
tion of a p/d operator we have

Az, D) (z)z:(,z—;lf)7 Zem j A (2, h4-0) BP, (§) ebdL.

From condition (1.2) it now follows 1mmed1ately thatuA([DllGﬂeEng(C ).

Further if @y (2)—P(2) (v— ) in Exp, (C") , then BPy(8)—~ B9 (f)uniformly for |[{;[=r>r
{j =1,...,n) and, in particular, on the contourT.;. From this it follows that A(z, D) x
tyy(2) ~ A (2, Dy, (2) in Expg (C;) and hence A (2, D)uy(2) ~ A (2, D)u(2) in Expg(CI), provided that
iy () > (2) in Expg(CZ). This is what was required.

Example. Let
Az 0= Pu(2) Aa (D,

[a]=0

where %4(2) are polynomials. Then to the symbol A(z, §) there corresponds a p/d operator
A(z, D) with polynomial coefficients.

2. The Required Spaces

In the next section we shall consider the Cauchy problem for systems of p/d equations
with variable symbols. To study them we introduce the required spaces.

Let u(z) = (u,(z),...,ux(z)) be a vector-valued function where .u,(z) : C">C' are entire
functions. Further, let m = (my,...,my) be an integral vector with m;=0 (j = 1,...,N)}; r=0
is some number

Definition 2.1. We get

Expa,, (C})= {u(z HEACT r:supluj(z1(1+1zn—'"fexp(—r|zl><co j=1, ..., N}

Tt is not hard to see that;ExpmJ(CZ)ls a Banach space with norm
2 @)l =l 21 (@) e+ - - -l 2n (2D gy,
Further, we say that u(z)eE;f)m,,(g,; CZ), where ;COEC”_ if .u(z)exp(—@oz)eﬁx-pm,r(CZ)-
The spaces introduced will be the spaces of initial data for the Cauchy problem.

We now consider the spaces of the variables {6Cl, 2€7" in which a solution of the Cauchy
problem will be found.

Let ¢ > 0 and § > 0 be some numbers. We denote by O (8; Expm, +oi—rty {0} CJ the Banach

space of functions u(t, z) analytic in t for |t——%f<i6, whereby u(t )eExpmJ+G“_%d§m Cz) We
define the norm in this space by the equallty

e o= D [max ||, (¢, 2) XD (— 82 . et

]—1
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